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Communication and Society, 68 (2024), 1-44

Revisiting Scholarly and Public Perceptions of
Artificial Intelligence: Current State and
Future Trajectories

Discussants: Matthieu GUITTON, Bu ZHONG, Celine Yunya SONG
Editor: Celine Yunya SONG
Translators: Xiaoming LIU, Jiarui LI

Abstract

The emergence of large language models, such as ChatGPT, has sparked
widespread interest and debates surrounding artificial intelligence (AI). Amidst
this fervor, scholars and the general public hold divergent, and at times
conflicting, views and expectations of Al. The complex nature of Al and the
need for its responsible and thoughtful development and deployment have
become highly debated topics that require immediate attention. To gain an in-
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depth understanding of the opportunities and challenges brought by Al, we
have invited two esteemed scholars with interdisciplinary backgrounds: Prof.
Matthieu Guitton and Prof. Bu Zhong. As seasoned academic editors, they also
bring unparalleled expertise and provide unique perspectives on academic
publishing. This conversation does not seek to provide a definitive answer;
instead, it aims to maintain an open and realistic perspective in light of the
ongoing evolution of Al. Both the public and the academic community are
encouraged to reassess the challenges posed by Al development, define its
scope and limitations, and work together to foster its responsible growth.

Citation of this article: Guitton, M., Zhong, B., & Song, C. Y. (2024).
Revisiting scholarly and public perceptions of artificial intelligence: Current
state and future trajectories. Communication and Society, 68, 1-44.
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YS @ Fr 2 EAHEE — 8% o A L5 6E (artificial intelligence, AI) T [
=M B PR R - oy AR N A R R B o B8 A AT
M EE WA WA N AT R TRE WA f - &
0 o B WA N D BB P R AE - B R
oy RS P 0L SR E b B AT Ry 32 BRI R BLEE ?

MG : |l B ) A B T ALAS B > R ES TR R MR SE I o B
TEBAL ST LS BFE N B AR e SRR B -
H ONBLAD) BB HTME A 48 O SR AE T34 (6110 1980 4240
(#4545 (The Terminator ) N T8 A MBI AEMR) > 70 b7
ALTER P SCAb i) 2 B BT 2 BH B 2 o [ A 5 0l (3408 1) 2 Al o 52
WAZE RN KR SCALFA SCAL B FE AL A > A5 B8 A 8t A8 2 LA E A
& F YA ME (social acceptability) o 41 5 Y2 A AR M G0 fa] 15
KAPSCAL HBRTFN F 4 N T BE - elosst e q™) YR8 B i e AR 1A 3 -
BN T IR S S A Pl R ) B > R ZE S A S A R R
(B RAT B B B B > AN R B RE— (A A > st A
BREL - (HRE B ol HA AL e BRI A

BZ : AL & T A% A | (Artificial Humans) 2 A HE R - AR
MELE MW B E = MamTE R AeE e e b > ARELE A AHL - R
3 ALR BEE RS IRE - E A TRMIRAE TH AB OB AENE
B o SR > EEMREM AR ST > A EER TR
K 5 B A T8I SO AR - SHERAT A7 o ATE NS
R TR A W HASAEERE M TR - EF2 N
T ALR— S SR RMB FHESCER > FAMAE R %4
WA EEMOIE B > WK LT > FRAM T Be e A A — TR BBk - (ol tn 7
TR b B IRF A o 3 AN A JERAIE AN B > TR B B R o B
R > A CRERIDZZAEN) BT/ i A e AR L o

ok 2] BB R 2 BN L B A MR E (LTS A3 MR PSR )
HAE AR E LY o AE A ZE R o] B 4 b 7 At AP Y A= T
I AEH FIIE B ROR o FF 2 NRA BB > AICKSTE H
AT R BEZ A o DA — AT RT AR R AR Y Ty A A
BEFN o AT IR T - R 2 FRAM 1) HE B AN B b ol Y ) AL
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> [R5 T R ALE A BN > Bl w] RE A B BB Y TR BE
7> HAE RTREHERHIRAM o SR o AR AL R B A ERED - FRAM
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B S B R A > B AR [ ATIRES FoA™ | BT AT B 45 34 |
W 501k o #E COVID-19 RAT I - AAM AN 580 i it e 1
10 T B B2 P A REIR B MG B T IR A R 1 R % ) A B
BLFAM B ks o A0SR A2 FRAMARTS > R RS EE1EZE > A
A" 48 S LR o SR > AN SR ALBH 46 85 2R - 5 BFIRAM N BRI
B MR [ ERE ] —AREARRAT > AT KA REHEZ E -
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ZRERAEB R b > AR S AR B AR B i — {6
REE o FERN] > (£20234F - & AU BERF > A 9% 195
B B ALFIKIABE 5 AR 1987 4F » H AL#E HUERIKI/INGL (1948
%) W > % — il £ 25% (Monmouth University Polling Institute,
2023) ° AN LA RRE IE BB > A3 E 05 AF B SR H
PEEAETETA ARG A BB o R > AN BB 5l A 35 ATRY) 5 5
ARG AE o MM A ALZ A TAE > EFF2 A B fird i B
ALFT SR B AR - AM¥E N TR e T D A EEE
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A AL o B Bt e BHER S > RAMA B AT B B ML AR AL
HIHEZIAIA -

YS : AT R B o S B2 BRI AR ALBCE T IR A PEAL ]
(inhumanity) 1 [ %1k | (alienation) J& 81t 56 2 i AL S MIEE
T A TR R | (ease) A1 [ /2 ] (gratification) 55 4% 1 1 35 2 H
MBS (Cave et al., 2018) o i fifl 35 B A BLARAM i 818G 2l 8152 1
Ve 2 OR AT H B A 5 AT R B R B ?

MG : @53 [N TR Re R4 BUE LA [ B 45 N L ReAs A Al £ b |75 iy
BUAOAREE o NEAgMEEY » ewEmaescs Mt g4
YT G] o SRT > ALFT AR 217 B iPhone ~ Bk 4 45 H& iy i
Wk S A AR - RIMKERE > RRABRE T AM
Bt e B E AT R o BESRALR AT AT 5E KR MM I A A B A
KA Hh W B2 > (HEPE b > RAMEREEINE - BB » FAM AT
DA B IRF O 3R 47 >t mT DABE R BELAth A SZ 3 > %8 1B & A T2 4R
(%) o #5748 (communication) & NJH A EE AT K o fE 5 — MR
B> % (communication) % B % - K 5 B2 N B I SL68 o
TEHESeAE g i > SR FRAM Ak B\ i > A I g ok B )
B e HE IR e B R B AVET T3S - RIS E 58 > ALHY
B EEMEBBEE T TR - S B EE > N5
e ) AL (0 — {181 R SR B A8y ) st 2 (AN0) BB s i &2 o

BZ : Bt e RS > BAMMERZ 5 R Qo] A A ALWF 78 2K g 3 AR 1Y)
T 7 77 (attention) ° i %5 #F 2 B A ALRY WF 7% i SCHR AR 45 78 B4t
& & & 1Y Al (socially responsible AI) ~ AL AT Al AL # > {H FAM
W RERZAE ChatGPT BRI 7 2% Hr il B > Bilan > 774 Vaswani %
NAE 2017 4E 85511 “Attention is All You Need” — SCH H ) [ 5 #.28 |
(transformer) {# /& — R 1] 1~ o S HE— 25148 7 — (@& - A2
A A] DM AL s AR T » FE R A — KR
s F R E 2 NAESHERS 0 2 LA e B 2 B & - g > 5 A
RRERE A GRIRE » AAM EAE R A E ML S E
MM BLEE A IR > MM AT RE M B o BT 2 BHEE 2 R i N B
B = ) B T FRAM TR BB A an e 4 m N S FERE )
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Ut o e BT 5% A B AR S0 ST 7 DA B ] A ALER SR AL T
B FREVHEBISE A o BERA S BB g B E AL Al
{E AT AN AL IR PSS > (HFRAM AT DA A [ AR T 12k
VE AR ELRR o FRAMARE SR BE A U o T E S ) 1 S AR S A
WA HTES o HUSAIRMEEEE T —AERTE > ERME
e R i (S BLS IS > WAE AR ER -

YS ¢ B 2021 4E 32023 4F > [ 6524 | ¥ b — IR A0 S AR R e
22 > —E AN IR E B BB R o ChatGPT 1E % — I8 AT %6 B) A% I K
W ABER M B > WA AT AT A BB o AL Q] 31
WG 2 ARG S 1 W o] s ) 4% 2

MG : JCF 55 3 JF B & o B A4 1990 4 £t 1 Yk 51 A 3D i =X 4 B LA
Ko BEEEIFET T2 4F o ifi SR Facebook (Bl 4 £ Meta) /A 7]
3 0E WA SR 54T  {HJCF 1 7F Facebook /1M A 2 Hil il B 8474
I H 48y Facebook /& 15 2 Bl » TG AR A7 AE - FEF LT HTELA
THAREMBFREBREZEN » WATTFEHIENEEEMN > Fak
ANFHEATE W BB - FH—RALEREEERY 88
R 2 B A JE 4SS HE RSN o R AR BRI A AL R (limited
agent) - FH#c 4 FE F] 8L ChatGPT 25 B > 1E32 A HE B4 AME o
LT RMEAEENSE > WEEASHTNEE S
B o G (AR N TR BERE N B 5 B (5 A A EMAEE B
B HREHE > MiELAIEFEEMTS - A LB
YRS UGN A > (EARBAER - U E S RE TR N T AR
M RBN LA B FRAM BN T BB BRAR > TR Al B IR B s AR
B o

BZ : FRAM A BRI SR E AL A I B S A 2 R o AR B
M A AE 7 5K o 2003 4F 1 IR SEAH I [ 55 — N4 ] (Second Life)
e EECSE G o AER R A 2 — > IR @RI IR KB
W —RHRE o AT > R4 > A BLEZE WIS R > /R
EFEMREHE R FE T > W ARMMN TIEAN B8 T — Mg
e > HRMEBEREHEMERE - B2 A R EEE—F > 1M
TRAR PSR W > DR i A 4 72 T ) P 4 2 15 4 & i U0 T K
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YS:

MG

ChatGPT © #RI1M > %3 LLHE iy A0 3 AE B R A B T Bl A< & > 2 B
HY AL T i 8 1) 35 08 R B B A B o A 0 B R A i A A e
ZRFMM TR ML E A 3DEE BEFS - AA -
BRI > A Y AR R m i TE R 5 i 40 fo] el 3 il Jr =X > DA
o] (i HC B 25 K € o 3R I H ) ChatGPT #) BT A B ALY T —1f 28 i
B o %% ChatGPT sl Hi K 52 B Mk IR A > BB B Rk 2
JiE B I P 14 A SR ) ALY A 1) 5 R S e o B M I P
e VA I S M B AL B B H B s AL G VR ) E B E
o A M EBEERREAISRPFESENEERNE > A
BT ] DASE RS RAME B H T 0 B 2 R - IRl RR o BB A 5
AR L BEZ R YRR RE ) > P > FRAP A R A 1 A
HH AL 2 -
BHAERXAITMPE B R R EHECFHNE N - BESA
WA o M ERIERKE S SR a A R ?

IR T R A — B A R R 2 ] AT R B o B T

S BLRL > FRAM BH 4f T A S B B % (virtual reality, VR) > %8 £
AW I8 4% 5% (augmented reality, AR) T BUAY 5 Rk > FoAM AT BE
€ B 5] 4iE JE B 3% (extended reality, XR) o 4= i 3 ¢ # (generative
agents) F1 751 (19 Al 65 2 18 LE B 1) sC RERS - TR 4 B M s ot
# -~ RIS S TEBUE LTS — RN g - 80— R ) Bz
] o 72 0475 S FBE ~ 44 TN 8 2 B 95 T A B A B — (R 3R AM 1
S NSERE A B A0 Ja A3 1 22 ] o 5w BR A 2B N T8 e 00 =i
FEFE R £E S ChatGPT > {H ChatGPT FUJ2 %8 TE H4 i i) — R 1] 1 = &
A RERZ A S s R R — 8 B 5 MR > FRAM I % 3 HIR A G e e
ARG TR BeE R o toh > RAMAERZE AN LR A
BCAACTE Y s BRI 7 - R 2 FAM 2 0 78 4 At i e A 1Y)
A fiff o FEEAY IS > AT ZEHETT 5 EEFL (interdisciplinary) ~ £
B} (transdisciplinary) F1 2 £ %} (multidisciplinary) A9 3} 55 > DA fif
LR g AR R > DL R IR Ao I A s AR R AR o
N LA EE R G AP R RS > ERAFEHEE &
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B~ D HLERAN A A B BHERSEAE A B 45— (R SR S AR AT A -
8 £2: A R B R AL G — 0 PR ER BOE R SRR ERAR - DABE A ALRY
Ui o B¢ FAMMERZ AN — 8 B8 S 47 14L& - f4% ChatGPT 7E N
FR 5 I B9 RE 7 8 A AL Y T AR B R~ M- L R N Bl Y
FFEAHIE - ARE B RAMEBlE — B EE -

F ¥} Guitton B YR AR5 8 B o R B %8 # A A S
A — AR BB IR o dE R T IR AT AR o SR > FRAM
JRE 5% A PN T fie B e 5 ol BT A A 0 A 3 O K s AL o [ RIRR
(Timinal ) — i $8 220 "1 A" A A 1] 7 ] B 7oL 7 B 7 R R AR 1Y
R AEVETEZWR G AR RS I R o FF 2 ARG TE
A B = R s AR AR - R BUE BRLA AR B R
AP > B DME AR R B L PR R BLE o By T H B3
PR figE R B EAE B A p 2L > AT EAR B R iE g R E AN
PHEZZAM ) S o 48 5 2 N R4 H Bk (— (48R A T
ATFAT Y o 8 & &) B & > B RER 7 AR R 2
iR ALRY H R A& - SR T 25 R T & 2 A5 SR DL
AL EE S5 B T o RIUI5 R IE AR 0 B FR 5 n] B 2 A1
A TG TE N > M0 EHIRAL o MEREIR NS A g R E
Sl 1 R - (FFRAMAS JE 22450 TS 4 e v B ) S N > A n A
1 ) f RREAS RS Bl S A U T R AR R SR 248 N o AR T RERR
i Bl A At P 7 S A

A4 s CAA) (Nature) MEGETIE T —5 4 %5 “What ChatGPT
and Generative AI Mean for Science” (Stokel-Walker & van
Noorden, 2023) {57 [ % o & FHOF A B 8% B & ChatGPT 72
Bp i n] s R &Y - MM B2 F - filin > DEZEN B - e
A Bl s K585 B (large language models, LLMs) 7 B2 [¥] 88 I
WHWRAGEN » AR EEGA RS RNE - FXHEBHW T A
TR EMEAERE - B0 A B F A 20 i R B 5 AT WK B
i N DR ok S i T R A AR B o SRR B I B R R A
W% > ChatGPT itk it AL 3k € B B2k i 5 WK 35 L 2
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71 ABRARBOR U o FAMAE B AR SO RE )
BA IR AR S B IR A RE A ~ BERATEIR R » WA A
O HIR BB R TCEB A BE ST o AR N TR REAE AR AIETS I S B -
B E T (HIEW) B e o JEiy - FRAMBEZ A T PEpR e Rl 22
Fbam 2 AN » BHE Rk o B RER . BRI R W] o BHER
AP AS i 4 21 4% 21 4 3 BRI A SR UR o A > MM e i —
TR AR T & AP AN AR TR - M B ROA R - A
AR RN - T A A R ek A Y R AR o AR N T AR
FERANAEFTIE L RE > AT AT AT BhFRAM L ] ) 2t 75 e BB A o
BZ I BB ACH W e AN HEE ML o ST ChatGPT BEE AL £ 3t
BRWAFREEZ R o Bl - FAMERMAACE - (HILME
N R A A A ) R o B S I B R AN o] R R 4 i
o EZRVRMER I A T RGRY RRf5 > B T E E TAERE - H
WAEHFZ TSI o ) - FRATASTEE 3% W] e 28 a1
BT o AN4> > FRAM AT B P A 2 AR AT I A B T - B
i > fEFF| - f84%F (Henry Ford) ¥R EL 2 | > B2 TRAMME—RY
2L H o kR - FESRAER - AW (Steve Jobs) i 2 B T4
ZHT > FRAMETFHEAY v R R — TR o ABUR R AR
FEAM AT AAGE JRE s ERE > DATE R AR A9 45 2R o 4 Facebook [
K P2 AR N A E R R — R EE - W A AT R
AAFTE o BRI > QN4 L AC RS O R AR B > FFRH
{5 F Facebook - Tfij 4% A HIJ{#f ] Instagram ~ Discord * Snapchat Fil
HAF-& o FAASHERZ £ 38 35K H ChatGPT Y $if i wHUEL 17 48 A 465
O BUEEEEE BAGAEHM o BIEEVE S — 220 Fet ik
ELEREAN IR A RE A A ME— R T B3R ] o FRAMLZEIG R B SRt A
PERAMERE ST - MEAT O AR AT A5 B A A ELUR 2 -
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YS ¢ BEF ALAE N A 05 45 05 v 6435 B o 1R 8 2k b 25 b 0 56 9l i
A ELAT B Pk A i B o AR TT IR AL S b > JRAT R 22O
SLRE ) 2 PEERG A R A o MM RE AL iE e he ) 2 A
0o 8 5 B R 2 D SE AT Al L B P

MG = A H7 20 B I8 1 {1 0 1) 4 [ 223 M1 P R o FRAMB BT
HHYNTARGE > DU 2 KR A S M5 5 (E2 > FAM it A0 35
SRR v AESE B HAB SR R0 o Bt > BT
it g AT ABURBEA TR - A THREARS —FT
FLURARHIRG > FAM 0o 5 B 7 Ao M vl B 15 ) S U Y
& BT EE G A TN BN 2 B o JAMARE R AROR [ 4
BREMATHEEE]  £ABA SRR - T M B A E1F AL
W By s B R B AL & AT o 15 R T I (8 P RE ) 4 B2 [m]
B o AFRREBEIR - AT B % e —#BF — 0k
L ZHEE R~ BARRAR A HEA o T MERZ i - 4
ATy o B RBHRFTZ MR o TEIRMIIRTT - HAM
M IE R T IE IS BRI & o HIOE RS A Ay
o > WE AR TR I R ELAE A ) B AR th I ACE W B > TR 2 TR ERAS
TERARE Y o FAMLAJHTE B — FTRRAE A B 9 A SCER R
2 o (ERFHEMAL R AL I REA ) (F0lT) PR - AR LRH
BE AT il P00 > AR T R B AT o FRAM A IR 2 E 1S
BE BTN B AR M I A g — B B EE A
BIESERERH B o MME@ MBI ST RN TE - M e
WEE R o BEEPHCRENR R - AR RE S ot L LR e
FER AL & B TR ALAR B B DR o T80 (8 153 AP A2 BB 4 5 AR
EME AL & A -

BZ : FJKH Guitton HARMY L BB - W AHRA LRSI OBE 1 - 5 7
[ 5 7 A8 Pl > KRR SE BN R B AT -8 % o fildn > e S
> AR SEAE T AT TUAF A IRE ] A BR T 1800 ] BEA © 800 BEAS fi
HF AL EBHT RSN ER - b3 PaEEE A - &) - &
SE BRI P SRR RO PR R > S LR AR T
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YS:

MG :
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Academic Dialogue with Matthieu GUITTON and Bu ZHONG

Revisiting Scholarly and Public Perceptions of

Artificial Intelligence: Current State and

Future Trajectories

MG:

Matthieu GUITTON

BZ: Bu ZHONG
YS: Celine Yunya SONG

YS:

MG:

BZ:

Like many emerging technologies, artificial intelligence (AI) faces
an uphill battle to convince people that its benefits outweigh its
drawbacks. There are popular portrayals of “heroic” Al as well
as “villainous” AI. How would you evaluate the public’s current
perception of AI? Hopeful, scared, or neutral? What are the main
narratives of Al in public discourse?

The scope of this inquiry extends beyond Al to encompass technology
more broadly. In order to achieve progress for both society and
technology, researchers and society must be in alignment. It is
crucial to analyze how Al is portrayed in popular culture, given
that antagonistic depictions have existed for decades, such as The
Terminator with Al that overran humanity in the 1980s. Scholarly
work on the communication of technology must take popular culture
and cultural studies into account in order to better manage its social
acceptability. Without an understanding of how people perceive
and depict Al in popular culture, it will be difficult to change these
attitudes. To be an effective scholar in this field, one must have an
interdisciplinary understanding of both the technology and its popular
perception, rather than just focusing on one perspective, such as
computer science, communication, or the other perspectives of social
science.

Viewing Al as an artificial human is a useful analogy because we
interact with it in a similar way to real humans, in terms of intelligence
and response. Our understanding of Al is like jewelry that provides us
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with valuable insights into the nature of the human mind. However,
it is important to treat Al as a partner, not simply a tool, as it has the
potential to alter our thinking, calculations, and behaviors. Al plays a
critical role in human civilization and is often more than just a tool.
In many cases, Al is a partner, similar to our phone or computer, on
which we heavily rely in our daily lives and from which we may feel
disconnected, such as on an airplane. This feeling of uncertainty is not
new, as it is similar to the uncertainty felt when mobile phones were
first introduced, particularly among older people.

It is important to recognize the media’s role in highlighting the
various features of Al, including its weirdness and brightness, but
humans must make informed decisions on how to better use Al in
their lives. Many people fail to realize that Al is already extensively
functioning in our daily lives, altering our perceptions in ways we may
not even realize. We no longer see the world with our bare eyes, as our
experiences are constantly shaped by the Al we use. Social scientists
can play a crucial role in helping the public better understand Al and
its mechanisms.

To what extent does the public accept AI as part of their daily
lives? From your observations, what are the most important
considerations that drive people toward or push them away from
Al adoption?

Public acceptance of Al is driven by two main factors. The first factor
is how we perceive Al, whether as an object-like tool or a partner that
is or will become a sentient being. The concept of sentiency elicits
fear because if Al becomes sentient, it may have decision-making
power that surpasses ours and potentially overthrow us. However, if
Al is not sentient, it is difficult to negotiate a partnership relationship
with it on equal terms. This confusion generates a lot of distrust in
the population, as we are not yet ready to accept Al beyond the tool
mentality, even though we know that intelligence is evolving.

The second factor is the perception of what Al is doing,
specifically the large dichotomy between Al serving us and policing
us. During the COVID-19 pandemic, people did not like technology to
track their interactions or vaccination statuses, which led to a debate
about whether technology should be used to monitor us. If Al serves
us, such as by doing our laundry or homework, it is viewed positively.
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However, if Al starts policing us, telling us what not to do, and
watching us like Big Brother, people are less likely to accept it.

Based on surveys, while most people love Al, this does not necessarily
translate to trust. Trust remains a significant issue related to Al, as
exemplified by people’s discomfort with Al policing them and their
preference for Al to perform risky tasks like coal mining. A study
demonstrates that when Al became a reality, only 9% of Americans
believed that AI would do more good than harm in 2023, compared to
25% in 1987, when Al was still science fiction (Monmouth University
Polling Institute, 2023). The reality of Al has made people trust it less
than they imagined. Therefore, it is crucial not to assume that people’s
love for Al equates to trust. People want Al to work for them, but
many feel uncomfortable dealing with it at present. The less people
know about Al, the less comfortable they feel about letting it into
their lives. This is similar to how people initially disliked the idea of
being reachable 24/7 through a device, but now that we have a phone
in our pocket all the time and have more control over how we use it.
Similarly, we can learn to better understand and utilize Al. As social
scientists, it is our responsibility to help people understand Al and
make good use of it.

An interesting study found that the public in the United Kingdom
showed more anxiety and concerns towards pessimistic (AI)
narratives such as inhumanity and alienation but less excitement
for optimistic narratives such as ease and gratification (Cave et al.,
2018). Does this finding resonate with your views or observations?
What do you think about the current research on public response
to AI?

It is important to distinguish between the desire for Al to come to life
and the trust that it will do good things. Humans are social animals
and are drawn to anything that improves our social life. However, what
Al does is different from the enrichment provided by technology such
as iPhones and the internet. We appreciate the latter because it fulfills
a basic human need for social interaction. Initially, people may have
said that they did not want to be reachable 24/7, but in reality, we do
not want to be alone. With technology, we are constantly connected
and have the ability to communicate with others at any time, which is
something people appreciate.

e Chinese University of Hong Kong Press
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Communication is a fundamental human need. As a scientific
discipline, communication is essential because it is the basis of
human interaction. If we cannot communicate with humans, we seek
interaction with animals in some societies, or we communicate with
Al through technology. We crave interaction, and Al opens up new
possibilities for meaningful interactions. It is crucial to understand
this, as one of the key drivers behind Al research is the desire for new
partners to interact with.

As social scientists, we should consider how Al research can be used
to improve human attention. While many research papers on Al focus
on socially responsible Al, trust, and ethics, we should also draw
inspiration from ChatGPT’s novel methods, such as “the transformer”,
which is based on the article “Attention is All You Need” (Vaswani
et al., 2017). This raises the question of whether we can use Al to
improve human attention. Attention is a significant problem in our
society, as many people struggle to focus on tasks. For example, when
people attend classes and learn something new, their minds tend to
wander. In contrast, when they play video games, they are highly
concentrated. Many scientific breakthroughs require intense attention.
We need to focus on how we can improve this ability in humans.

Therefore, social science research can play a crucial role in
understanding human attention and how Al can be used to enhance
it. While there is a lot of research on socially responsible Al, trust,
and generic approaches to Al, we can make a unique contribution by
focusing on human attention. We should not just follow the crowd
but strive to make a difference in this area. Hong Kong provides an
international platform for us to reach out and make a meaningful
contribution.

From 2021 to 2023, the metaverse as an envisioned virtual reality
space has been dominating the headlines. ChatGPT as an Al-
powered chatbot emerged afterwards and brought generative Al
into the limelight. How will AT shape the metaverse? How can Al
and the metaverse work together synergistically?

The metaverse is not a new concept, as it has been around for more
than 20 years since the first 3D immersive was introduced in the
1990s. While Facebook (now known as “Meta”) popularized the term,
the metaverse existed before and will continue to exist regardless of
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Facebook’s involvement. It is crucial to understand the relationship
between the metaverse and Al because the cyberspace, of which the
metaverse is a part, will be the first space where humans and Al will
interact.

The first Al is disembodied, meaning that it is not a social robot.
Robots are limited agents, and their software applications are similar
to ChatGPT, but they are constrained by their physical bodies. In the
metaverse, we do not have a real body, and we do not see the real
body of our partner. This makes it easy for Al to impersonate a human
because they do not need a body; all they need is dialogue, which Al
can do very well. It is unclear whether Al will shape the metaverse, but
it is evident that the metaverse will shape our perception of Al and our
relationship with Al as it is where the first interaction will take place.

Our focus lies not on the wonders of specific forms of social media
but rather on their mechanics. Second Life, which debuted in 2003, is a
well-known example. As one of its early adopters, I recommended that
my university purchase an account. However, after a few years, interest
dwindled, and we ceased to use it despite having invested in clothing
and building a virtual island for our laborers. It is worth noting that
concepts can come and go, and we cannot predict whether we will
still discuss the metaverse or ChatGPT next year. Nonetheless, the
mechanics of these technologies are not solely about the technology
itself, but the communication and interactions that occur with them,
powered by Al. Our primary interest lies in how people are influenced
by such technology, be it a human, a 3D-like animation, or Second
Life. Therefore, we aim to explore how this new technology can alter
communication and how to leverage it for social benefits. Frequently,
I ask ChatGPT about the next breakthrough in Al. Although ChatGPT
is modest and acknowledges its inability to predict the future, it
recognizes deep learning as a clear area of development expected
to drive Al progress. Understanding deep learning and its potential
applications is crucial for advancing Al and exploiting its potential
for societal benefit. Additionally, social attention is an essential factor
to consider in Al development, given how it can shape our perception
and adoption of new technologies. Similarly, the media has a powerful
ability to direct our attention to various things, and hence, we must not
underestimate its power in influencing Al
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YS: It is exciting to see the rapid advancement of generative AI and
its potential to shape the metaverse. How do you envision the
convergence of the two major trends happening today?

MG: My approach to studying interactions has always been to view them as
taking place in a specific space. With the rise of metaverse technology,
we began discussing virtual reality (VR), which has since been
replaced by augmented reality (AR), and in the future, we will likely
shift to extended reality (XR). The convergence of generative agents
and the metaverse is where these technologies will meet because
they both add a superimposed layer on reality through devices such
as phones and computers, creating a new space for interaction. This
new dimension, which includes VR, AR, and XR, will create a space
where we can interact and inhabit as human beings. The current
debate on generative intelligence often centers on ChatGPT, which is
just one example of this technology. We should not reduce the debate
to one tool; instead, we should focus on how to deal with generative
intelligence as a whole. Moreover, we should not be surprised by the
emergence of Al and generative agents since we have known about
their arrival for at least a decade. It is crucial that we engage in an
interdisciplinary, transdisciplinary, and multidisciplinary dialogue to
understand the implications of these technologies for society and how
we can harness their potential for the greater good. Al is not just the
domain of computer scientists; it is relevant to every academic field,
including communication, philosophy, psychology, and other social
sciences. Every student should have a basic course in psychology
to appreciate the origins of Al. Ultimately, we should create a better
society. Technology, including ChatGPT, can help us achieve this goal
by promoting sustainability, peace, and harmony between ourselves
and technology.

BZ: 1 appreciate the insightful points raised by Prof. Guitton. Venture
capitalists are often unwilling to wait for more than a year for a return
on their investment, highlighting our impatience as humans. However,
we should leverage changes in our lifestyle. The term “liminal”
describes our growing tendency to inhabit both present and future
worlds simultaneously, living in both the online and offline worlds
that are converging. Many individuals reside in their animated world.
It is becoming increasingly challenging for younger generations to



32

Copyrighted material of: School of Journalism and C
School of Communication, Hong Kong

~

nmunication, The Chinese University of Hong Kong
(20

otist Univ

ALL RIGHTS RESERVED

Communication and Society, 68 (2024)

YS:

MG:

differentiate between reality and fantasy, a phenomenon previously
confined to science fiction. To help us understand the changes occurring
around us, we require insights from scientists, including social
scientists. Despite accessing platforms such as Toutiao (4~ H BH ff;
a news and information platform equipped with Al in China), the
majority of people do not comprehend the daily use of Al, let alone the
information flow behind these platforms and how to control information
dissemination. Persisting in this liminal world could further complicate
our lives and lead to confusion. While young people may not face
challenges using these technologies, we should not overlook those
who do, such as older individuals who may find it difficult to use their
health code or mobile payment. They may require assistance in using
these devices.

Nature published a news feature entitled “What ChatGPT and
Generative AI Mean for Science’” in February. When researchers
were asked about the potential use of ChatGPT in science, their
excitement was tempered with apprehension (Stokel-Walker &
van Noorden, 2023). For example, researchers emphasize that
large language models (LL.Ms) are often unreliable in answering
questions and sometimes generate false responses. The article
also addresses issues of safety and responsibility, such as the
production of toxic content. AI chatbots can be biased, depending
on their training data. If we tweak this question a little bit, what
do ChatGPT and generative AI mean for social science?

Firstly, I want to emphasize that humans are also capable of generating
incorrect answers. When reviewing student assignments, one can
observe that they are not always correct. Generating incorrect answers
is not the appropriate criterion. The criterion is the ability to recognize
that an answer is incorrect. Currently, Al lacks metacognition, but
this may not be the case in the future. While we possess cognitive
skills such as generating text, we also have metacognitive skills that
enable us to reflect on our cognition, explore the consequences of our
actions, and perceive the state of mind of our partner. These are all
metacognitive skills that Al still lacks. If they acquire these skills in
the future, they will be closer to intelligence. Should we exclude them
from scientific debates? Scientific debates are precisely that—debates.
Scientists do not wait to publish until they find the absolute truth.

2024). Published by The Chinese University of Hong Kong Press
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Instead, they present an element that other researchers will scrutinize,
contributing to the building of knowledge. We do not construct
knowledge, but rather, we create the building blocks that facilitate the
construction of knowledge. If Al acquires these skills in the future,
they can aid us in creating these building blocks collaboratively.

Encountering new technology often generates uncertainty. However,
ChatGPT’s ability to generate incorrect answers does not imply a lack
of intelligence. For instance, we love our parents, but we do not always
heed their advice. Historical lessons can teach us how to respond
to technological advancements, such as when the steam engine was
introduced into factories, relieving heavy duties but displacing many
workers. Initially, we were unsure how to respond to this technology.
Today, we no longer fret about cars outpacing us. Before Henry Ford
invented the car, the horse was our sole means of transportation.
Similarly, before Steve Jobs introduced smartphones, we had no idea
what a phone could be. Humans are intelligent, and we can learn from
history to anticipate outcomes. When Facebook was released, many
adults regarded it as a passing fad, assuming that social media would
not endure. However, social media has evolved into different formats,
with older people using Facebook and younger people utilizing
Instagram, Discord, Snapchat, and other platforms. We should not fret
about encountering error messages from ChatGPT or blindly trusting
technology. Even as a teacher, I advise my students not to regard my
words as the only truth. We must develop critical thinking skills and
exert mental effort to evaluate the strengths and limitations of the
information available.

With the proliferation of AI in many aspects of human life,
individuals are increasingly saturated with technological devices
and agentic machines. What kinds of capabilities do people need
in a world infused with AI? From a scholarly perspective, how can
we conceptualize these capabilities? How can we empirically study
and assess these developments?

I will address this question both philosophically and practically.
We advocate for socially responsible Al that works for the greater
good. However, we are not solely discussing cars; we are referring to
technology that may power other devices. Therefore, we also require
socially responsible humans to collaborate with Al. Treating Al as a
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mere tool will not suffice. We must recognize that this construct may
acquire intellect or a different form, necessitating socially responsible
human participation. We cannot solely rely on socially responsible
Al We must also be socially responsible in our development, actions,
and interactions with others, including Al. That is my philosophical
response to this question. My practical response, as a university
professor, is education. We must educate the population, students,
and future generations. We should impart knowledge and promote
public debate. Education is the answer to many issues. In your city,
we are doing precisely that, and it is crucial to continue. When I was
a student, I advocated for my university to incorporate bioethics into
biological courses because I believe it is vital. We must teach the
humanities in every course. Those working in computer science should
understand basic philosophy—not only how to use technology but
why to use it. We must educate students and researchers as members
of society and assist in educating society. That is the purpose of
the university. People pay taxes to fund our salaries, enabling us to
educate the population. As technological literacy grows, individuals
will be better equipped to understand the challenges associated with
intelligence and socially responsible Al. This will lead to greater social
responsibility when working with technology.

BZ: 1 appreciate Prof. Guitton’s philosophical response and would like
to delve deeper into the micro-level. To answer this question, I rely
on historical lessons and consider new technology. For instance, in
the United States, it took almost 15 years for businesses to adopt 800
numbers. An 800 number enables customers to call a business free of
charge, with the business paying for the call. Initially, businesses were
hesitant to adopt this business model, delaying its adoption for almost
20 years. However, 800 numbers eventually became commonplace,
and businesses adapted to this new technology. The Yellow Pages and
websites are other examples of technology that encountered initial
resistance before becoming widely adopted. These examples highlight
the benefits of learning about Al and how humans can react rapidly
to the rise of Al to reap its benefits. As scientists, particularly social
scientists, we can learn from journalists how to interpret the meaning
of technology for humans and its potential benefits. This leads to
valuable research contributions. From a macro-level perspective, |
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propose another channel called “Al intelligence”. In the digital age,
everyone requires some level of Al intelligence to comprehend the
world as humans and to understand AI’s role in the world. Large
technology companies have greatly benefited from Al intelligence,
and other businesses must become more mature in integrating Al
technology into their business models. With this micro-level approach,
we can better understand how Al can assist people in the next year
or two. Unlike the initial resistance encountered by steam engines,
wherein workers attempted to damage them in factories, we can
recognize that Al helps people in numerous ways.

Do you think the field of AI needs social science to evolve? It seems
that AI has largely been driven by hard science. What role can
social science play?

The involvement of social science in debates about generative Al is
intriguing, particularly regarding creativity. The question of whether Al
is capable of creativity stems from our definition of creativity, which
has become more complex since the advent of this type of intelligence.
Previously, we did not question whether only humans were capable of
creativity. Now, it is humans, not Al, who require more social science
because the rise of Al challenges our understanding of what it means
to be human. This is a crucial point to grasp. The impact of Al on
social science is that we now realize how much we need social science,
including both the social sciences and the humanities. These fields
are combined because they deal with humans as intellectual beings,
not just biological ones. Therefore, we should not separate them. Al
is “artificial” because humans craft and create it. This does not imply
human superiority or Al objectification; rather, it means that humans
craft objects in an artistic manner. ChatGPT is a text generator, not an
Al If we aspire to surpass the text generator’s capabilities, we must
incorporate lessons learned from social science and humanities into
Al research. Only these fields can teach us what it means to be human,
and we must integrate these lessons into our programming to advance
beyond our current level. All of these factors demonstrate that we
require social science more than we previously believed.

Numerous approaches exist for understanding Al and technology,
and they may originate from any field. Although information science
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and computer science typically handle this area, social scientists and
humanities scholars can also make significant contributions. The
answer to this question is that we must comprehend Al and technology,
much like we understand the human mind. The human mind is an
incredible phenomenon, but our current understanding is restricted by
narrow disciplinary approaches such as biology or psychology, which
disregard the insights that interdisciplinary and transdisciplinary
approaches can provide. To fully explore the mysteries of the human
mind, we must embrace these approaches. True interdisciplinary and
transdisciplinary work requires collaboration and effort from various
disciplines to address the challenges we face and answer questions.
Only then can we make genuine progress in the research. Social
scientists should follow the example of journalists, who provide
context and interpret information for the academic community.
Context is critical since reality is typically more complex than we
anticipate. We should not assume that individuals use technology
in the same way across age groups. A comprehensive cost-benefit
analysis and understanding of the context are always necessary, and
we should not foolishly believe that technology will solely bring either
good or bad consequences. For example, while it is true that teenagers
may become addicted to digital technologies, small tricks and different
contexts can help us understand this issue in a different way. One
solution could be scheduling a daily half-hour of social media use
time at 7 p.m., allowing for stress reduction and the demonstration
that digital technology can be used for good. Social scientists cannot
only present a singular perspective on technology, but instead should
consider Al as a partner rather than a submissive tool or technology.
By coexisting with Al in this world full of new phenomena, we can
become better individuals, and social scientists can play a crucial role
in helping people understand the potential of this partnership.

The growing sophistication of AI has increased the demand for
socially responsible use of AI technologies. Global regulatory
initiatives are becoming increasingly common. There are attempts
to regulate AI at various levels of governance. Who are the key
stakeholders? What is your perspective on a socially responsible
approach to governing AI?

The question of responsible Al is not new, as seen in the history of Al
and its interaction with popular culture. The first well-known novel
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about Al was written by biochemist Isaac Asimov (1986, pp. 94-95),
who developed the three laws of robotics as follows:

1) A robot may not injure a human being or, through inaction,
allow a human being to come to harm;

2) A robot must obey the orders given to it by human beings,
except where such orders would conflict with the First Law;

3) A robot must protect its own existence as long as such
protection does not conflict with the First or Second Laws.

These three laws theoretically cover any situation, preventing
harm if followed. However, we do not live in a theoretical world, but
in a real one. While the implementation of these laws into autonomous
robots was attempted, we now create drones designed to kill targets,
leading to the deaths of people. To build socially responsible Al, we
must first create socially responsible humans, since humans program
machines. The challenge of developing responsible intelligence is not
solely for programmers but for society as a whole.

Socially responsible Al is currently a prominent topic. Before my
arrival in Hong Kong last year, we launched a socially responsible
Al institute, which included my former college and seven other
institutions. Recently, I asked ChatGPT about the primary research
areas in socially responsible Al, and it identified four key areas:
transparency, expandability, privacy, and data. While I agree with these
areas, I believe that designing socially responsible Al is fundamentally
about understanding human values. Although Al could occasionally
produce errors, we should not worry too much or be overly critical,
as we are not perfect. Even as professors, we may occasionally make
mistakes, such as erroneously grading a student’s work. While this has
happened to me once in the past 16 years, it does not imply that I will
not make mistakes in the future. We should give Al some flexibility
and time and treat them as adults. Social responsibility for Al serves as
a guideline, similar to how doctors must not intentionally harm their
patients but may inadvertently prescribe the wrong medication due
to human error. Social responsibility for Al is an excellent field that
enables us to make a difference while also profiting from it if we do an
excellent job.

Is responsible AI a technology issue or a business issue? For
example, we all agree that AI needs to be ‘“fair”’, but whose
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definition should we use? It is a company-by-company decision,
and when you get into the details, it can be a difficult decision.
What do you think about the role of human agency in developing
socially responsible AI?

I would like to build on Prof. Zhong’s comments regarding grading
students’ work. When I was a junior professor, I thought creating
exams was straightforward, as I only needed to evaluate students’
knowledge. However, as I have grown older, it has become increasingly
challenging to determine what to evaluate and what I hope to achieve
by doing so. Rather than simply assessing knowledge, I want to ensure
that my students have acquired something meaningful from my class
that will benefit them as they progress in their careers and personal
lives. I still examine my students, but I ask them different kinds of
questions that require more than just reciting information. This raises
the question of what should be evaluated in AI. While knowledge
is an essential component, it is not enough. Therefore, the central
question is not whether responsible Al is a technical or business issue,
but instead revolves around the value of life. Is human life equivalent
to artificial life? Does artificial life have any value? Once we can
answer these questions, we will be able to define social responsibility.
Historically, humans have considered other humans as goods, which
led to slavery. As our philosophical understanding has evolved, we
recognized the value of all human life and abolished slavery. Similarly,
our understanding of Al must evolve to reflect the value and impact of
the technology. Therefore, social responsibility for Al should not focus
solely on technical or business aspects, as we must consider issues with
greater value and impact.

Talking about how Al can better serve society, the question of which
stakeholders should be included in discussions is challenging. Who
should be responsible for teaching ethics and improving Al literacy:
the government, Al developers, CEOs of large technology companies,
or all members of society? I do not have a definitive answer, but I am
concerned when a single party dominates the conversation, whether
it is the government, a technology company, an influencer, or an
opinion leader. This creates discomfort and uncertainty about the
direction of the discussion. For example, who will teach ethics to the
next generation—the government, a political party, or self-proclaimed
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geniuses? It is unsettling. However, this uncertainty fosters ongoing
discussion about the stakeholders who can contribute to the debate
on technology and its impact on society. In my opinion, during the
process, we should prioritize humans and their preferences, which
may lead to solutions for specific problems. Nonetheless, as a whole,
it remains a difficult question to answer.

Al regulation across the globe is fragmented by cultural diversity.
Meanwhile, there is a growing need for a global governance
framework. Cultural differences may present a unique set of
challenges to AI ethics and governance when we try to align
the practices with the principles. What do you think about the
dilemma?

While cultural differences are fascinating and essential, they should
not serve as excuses for inaction. As human beings, we can find
common ground when we genuinely desire to do so. The Sustainable
Development Goals serve as a prime example of this, as many countries,
including the United States, China, and North Korea, have agreed
upon them for international cooperation. Common goals, such as
sustainability, human rights, environmental protection, education for
all, and development, are achievable when we put effort into them.
However, we also acknowledge cultural differences: debates and
contextualized discussions are crucial in finding common ground.
Therefore, conducting cultural studies is vital, as I mentioned earlier.
In my lab, we always incorporate a cultural dimension into any studies
or projects we undertake because it is critical. There is nothing that the
human mind cannot accomplish if we put forth the effort.

Cultural differences have become a more prominent topic than
globalization in recent years. While globalization was discussed
widely a few years ago, there is now little difference in the concerns
shared by young people from the East and West, such as climate
change, and they can communicate more effectively than many others.
This suggests that cultural differences have diminished in some ways,
which is a topic worth exploring. However, we should ask ourselves
if we are comfortable communicating with individuals from different
cultural backgrounds. Many individuals have expressed that Americans
in Hong Kong are distinct from typical Americans, and some believe
that any American with a passport is different from those without.
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Differences can also be found in the West, such as in the United States
and Europe. We should not presume that everyone shares the same
cultural background as ourselves. Although we are both inspired by
Chinese culture and have been influenced by it for thousands of years,
I can see a significant difference between Hong Kong and mainland
China. We should avoid assuming that everyone thinks similarly and
instead presume that many differences exist. Nonetheless, we should
also keep in mind that cultural differences may be used as an excuse to
fail to recognize the true value of humanity, as Prof. Guitton discussed.

We have heard exciting news that you will launch a new Elsevier
journal called Computers in Human Behavior: Artificial Humans
(CHB: AH). What is the vision of this new journal? How does it
distinguish itself from its sister journal—Computers in Human
Behavior (CHB)?

The launch of a new journal is an exciting development, and I am
personally thrilled about it as both an editor and a scientist. I would
like to address three crucial points regarding the journal:

1) Research on artificial humans is currently siloed among
various fields, such as social robotics, Al, and avatars. There
is little communication between researchers in these fields
despite their shared interest in artificial humans, regardless
of the form they take. As a result, there is a need for a new
journal that brings together all those interested in this area;

2) Most research on Al focuses on technical aspects, whereas
we need to consider the social sciences and humanities
aspects, such as philosophy, psychology, sociology, and more.
Currently, there is no platform to publish such research.
Therefore, we have created CHB: AH as a new platform that
enables social scientists to contribute to the debate;

3) The third reason for launching this journal is to have a
scientific publishing venue grounded in a social vision and
mission. CHB aims to contribute to societal debates related
to technology, and we wanted to include “artificial humans”
under its umbrella. However, CHB: AH is narrower and
encompasses not only cyber behavior but also neuroscience,
cyborgs, and robotics. While the two journals are satellites of
each other, CHB: AH is a bit on the side, with its own network
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that connects with computer science, neuroscience, and brain
research. Therefore, this new journal will not collide with the
same topic but complement and expand on the issues tackled
in CHB.

I am thrilled to share the mission of CHB: AH, which accurately
represents the essence of our work. Our focus is on artificial humans,
and we are committed to incorporating perspectives from the fields of
humanities and social science rather than being solely an Al journal.
This collaborative effort aims to shed light on the black box and
related issues. The term “artificial intelligence” may become outdated
soon, just like buzzwords such as blockchain and non-fungible tokens
(NFTs). I find Elsevier’s decision to not start the new journal from
scratch commendable. Instead, the new journal is placed under the
umbrella of CHB, which is already a well-established venue. This
approach provides shade for the new journal to grow much faster. I
believe that CHB is a unique venue that can successfully launch this
journal. Launching it in the East is also meaningful as it emphasizes
a worldwide perspective on Al research, on artificial humans, through
the vector of our venue in this new platform. I encourage everyone to
seriously consider submitting their papers to CHB: AH.

As two highly experienced journal editors, what do you usually
look for in a good manuscript?

We welcome anything that contributes to the debate, nurtures our
thinking, and enriches our soul regarding artificial humans, as we are
discussing ourselves as humans. Therefore, anything that fosters our
understanding of artificial humans is encouraged. This openness is a
trademark of CHB, as we prioritize good science in our journal.

We discussed whether to accept both quantitative and qualitative papers
and agreed that any approach would be acceptable, including critical
studies, as long as it provides insights. We require more perspectives
on Al in liminal worlds, where we exist in both the current and future
worlds, to facilitate growth. I am confident that this field will expand
rapidly in the coming years as we share the vision and passion for Al
research, not just from a natural science perspective, but also from
humanities and social science perspectives. How about next year? We
will report to you about how much we grow up.
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I teach a social media course, which I have previously taught
to undergrads. To begin the course, I ask the question, “Does
technology shape human behavior, or does human behavior
shape technology?” While both are true, different approaches
and theories are associated with each. The evolution of computer-
mediated communication has given rise to social media and
artificial humans or AI, and we need to consider how to approach
this new development. From a communication science perspective,
it is worth noting that some theories are not necessarily new, and
people often attempt to explain new phenomena using old theories.
The critical question is whether these theories are adequate
for explaining human responses to these new phenomena. As a
teacher, I am contemplating whether to teach my students about
old theories and whether old theories are consistent with new
phenomena. What is your perspective on this matter?

Theory building is an ongoing process, even for established theories
like the Agenda-Setting Theory, which has undergone several revisions.
Therefore, there is always room for new theoretical contributions to the
field. After receiving my tenure, I consulted with leading scholars in
the United States to seek advice on how to approach theory building.
They recommended focusing more on adopting and modifying
existing theoretical frameworks to make them more expandable and
better, enabling us to improve our understanding of technology. As
such, I strongly encourage my collaborators and students to explore
frameworks from various fields and not limit ourselves to borrowing
only from psychology. Wonderful and interesting research is being
done in other fields, such as information science, medical science, and
business, which could enhance our understanding of technology. For
example, attending a small conference on health IT and analytics gave
me new insights into business research and marketing. As scholars,
we should continually review and expand our existing frameworks to
ensure that they remain relevant to new phenomena and challenges.
This is what we refer to as a theoretical contribution.

Theory is the structure that we use to help us understand phenomena.
However, their effectiveness lasts only until they are proven wrong, and
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then we must move on to new ones. It is questionable whether theories
developed before the internet existed are still relevant to explain
modern technology, especially in 2023. While it is essential to teach
historical content, researchers should not limit themselves to outdated
theories. Instead, they should develop new frameworks that are more
relevant to current phenomena. It is also unnecessary for reviewers to
write extensively about the theory. What matters most is whether the
methodology and results are compelling. If the methodology is sound,
but the result does not align with the theory, it indicates that the theory
is incorrect. We should not restrain ourselves to a specific theory, as any
theory can become outdated at some point. However, we should test
new ideas when we think that current theories are no longer effective.
While I am open to theoretical contributions, generating a new theory
every two weeks is not feasible or groundbreaking. Instead, we should
aim to make meaningful contributions that bring something new.
Ultimately, we should think about our contribution to science at the end
of our lives, which may be a theoretical framework, but it is unknown
what that contribution will be.

We are astonished by ChatGPT’s capabilities, but as LI1.Ms become
more advanced, editors and publishers face new challenges. While
ChatGPT can serve as a research assistant or collaborator, some
articles have already listed it as a potential author. However, the
use of ChatGPT or similar AI poses a risk of facilitating research
fabrication. As editors, how do you address these challenges
brought about by AI-powered LLMs?

The question posed is both interesting and challenging, and while my
answer may not be definitive, it reflects our current thinking as the
situation is continually evolving. Trust is the foundation of research,
and falsifying data or having ChatGPT as an author is a completely
different matter. If someone uses ChatGPT to fabricate or manipulate
data, the paper should be retracted, and the individual responsible
should be fired. Such conduct would be heavily disregarded in the
scholarly world. However, if ChatGPT is used honestly as a research
assistant or collaborator, its contribution should be acknowledged
transparently. If the use of ChatGPT goes beyond writing, such as
providing new ideas or angles, it may be appropriate to include it
among the authors. The decision to do so should be based on an honest
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evaluation by the researcher who conducted the work. If ChatGPT
is used solely as a writing tool, its use should be acknowledged in
the methodology section, similar to how we acknowledge the use of
statistical software. Transparency is key, and the use of technology
should always be acknowledged. However, using Al to generate false
data is an act of forgery and a double crime because it is challenging
to detect. Such conduct is unacceptable.

Q2B: Will you consider accepting ChatGPT, or other Al, as a legal
author?

MG: Personally, I would be willing to accept ChatGPT or Al as a legal
author, but in the event that it occurs for the first time, I will need
to consult with Elsevier and the publisher. The situation is not so
different from when a paper is authored by a consortium, which
happens occasionally in social science but is more common in physics
and certain fields of medicine. In some cases, research federations
or collaborative works may have up to 40 authors. Therefore, if the
research were conducted by Celine Song, Bu Zhong, Matthieu Guitton,
and ChatGPT, I see no reason why ChatGPT cannot be recognized as
an author. However, it is important to note that ChatGPT cannot be the
corresponding author when presenting the work.

BZ: It is important to identify which parts of the work were completed
by ChatGPT to avoid any confusion or potential issues. Otherwise, I
would not like to be associated with such a tool. It is uncertain what
the future holds for the development of such technologies. However,
it is worth noting that when the first spell checker became available,
there were concerns that students would become overly reliant
on technology and lose the ability to spell. Some professors even
predicted that comprehensive exams would no longer be effective.
However, this did not come to pass, and we continue to utilize
technology without significant changes to our ability to learn.

Selected Works by Matthieu Guitton and Bu Zhong

Please refer to the end of the Chinese version of the dialogue for

Matthieu Guitton and Bu Zhong’s selected works.



